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Causation Issues in Structural
Equation Modeling Research

Heather E. Bullock and Lisa L. Harlow
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Stanley A. Mulaik
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As the use of structural equation modeling (SEM) has increased, confusion has
grown concerning the correct use of and the conclusions that can be legitimately
drawn from these methodologies. It appears that much of the controversy
surrounding SEM is related to the degree of certainty with which causal state-
ments can be drawn from these procedures. SEM is discussed in relation to the
conditions necessary for providing causal evidence. Both the weaknesses and
the strengths of SEM are examined. Although structural modeling cannot ensure
that necessary causal conditions have been met, it is argued that SEM methods
may offer the potential for tentative causal inferences to be drawn when used
with carefully specified and controlled designs. Keeping in mind that no statis-
tical methodology can in and of itself determine causality, specific guidelines
are suggested to help researchers approach a potential for providing causal
evidence with SEM procedures.

Increasing numbers of researchers in the social sciences have demonstrated
a growing interest in path analysis and structural equation modeling (SEM;
e.g., Jöreskog, 1970, 1973). Unfortunately, these methodologies have not
always been appropriately applied. Much of the controversy surrounding
SEM appears to be related to the degree of certainty with which causal
statements can be drawn when using these methods. Despite cautions that
correlation does not imply causation in the earliest statistics courses, re-
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254 BULLOCK, HARLOW, MULAIK

searchers have been criticized for suspending this principle when employing
SEM (e.g., Amdur, 1989; Games, 1988, 1990). Regardless of the increased
sophistication and precision offered by SEM procedures, if the data are
correlational in nature, no statistical method can change the design. Ulti-
mately, it is the design, not the statistical method, that permits causal hypoth-
eses to be adequately tested (e.g., Campbell & Stanley, 1963).

Although it is beyond the scope of this article to elaborate on all the
conditions necessary to establish causality, three basic requirements have
been cited: association between two variables (i.e., two variables must be
correlated), isolation of the effect (i.e., ruling out extraneous variables), and
temporal ordering, where a cause is shown to unambiguously precede an
effect (for more discussion of these issues, see Bollen, 1989; Mulaik, 1986,
1987a, 1987b).

The purpose of this article is to examine the limitations as well as the
strengths of SEM in relation to causality and to provide guidelines that
may help researchers operationalize some of the pertinent issues. Our
discussion is organized into the following sections: weaknesses and criti-
cisms of SEM, strengths of SEM, and practical guidelines for concretiz-
ing some of the abstract prescriptions surrounding causality and SEM.

SEM: A CRITICAL LOOK

SEM methods have been applauded and attacked. Criticism ranges from
relatively superficial to more substantive concerns about flawed logic (e.g.,
Baumrind, 1983; Cliff, 1983, 1987; de Leeuw, 1985; Freedman, 1987a,
1987b; Ling, 1982; Ragosa, 1987; Steiger, 1980). One must ask whether all
of these criticisms are warranted.

Causal modeling (a name erroneously applied to SEM) has been criti-
cized for containing the term causal in its name. Although seemingly
superficial, the use of the term causal has been met with contempt.
Guttman (1976) argued that causal analysis does not analyze causes or
offer necessary or sufficient empirical conditions for testing causality.
Bentler (1980) responded to this attack by explaining that cause denotes
nothing more than the examination of a hypothesized, unobservable pro-
cess and that terms such as process or system would aptly replace the term
causal. Such a substitution might be beneficial. It appears that the term
causal has led some researchers to incorrectly draw causal statements
from these procedures. Commenting on this misuse, Guttman (1976)
wryly stated, "Virtually every month current journals publish new causal
analyses which undoubtedly puts sociology at the forefront of all sciences
in terms of frequency of discovery of fundamental relationships" (p. 103).
Although tongue-in-cheek, this statement effectively illustrates miscon-
ceptions about the degree of certainty with which causal statements can
be drawn.
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CAUSATION ISSUES IN STRUCTURAL MODELING 2 5 5

IGNORING BACKGROUND CONDITIONS

Background conditions such as mediating mechanisms, stability, and the
form of the functional relation are often not adequately addressed in SEM
applications (e.g., Mulaik, 1986, 1987b). Although it can never be deter-
mined whether background conditions have been fully met, researchers
should make every attempt to ensure that such conditions have been
considered.

A number of studies have examined various mediators to help explain a
phenomenon. In the area of substance use, cigarette use and marijuana use
have been cited as possible mediators between alcohol and harder substance
use, offering support for a "gateway" hypothesis of substance use (Kandel,
1975; Welte & Barnes, 1985). In a different area, Guida, Ludlow, and Wilson
(1985) found that "time on task" mediates anxiety and academic achieve-
ment, such that more time on task lessens the negative effects of anxiety on
achievement. In still a different area, Harlow, Newcomb, and Bentler (1986)
found that substance use and suicide ideation were mediated by a lack of
purpose in life.

Stability refers to the need to measure the effect at the "correct" time
interval. Making good estimates of the time interval can be difficult and
often takes several studies to determine. This issue has been examined in a
number of studies. For example, in a three-wave study of mediators of
coronary heart disease, Fontana, Kerns, Rosenberg, and Colonese (1989)
found that support was more stable 6 months later, whereas stress levels were
more influential and stable after 12 months. In a different area, Francis,
Fletcher, Maxwell, and Satz (1989) found that reading achievement was
unstable across three waves of data from kindergarten to fifth grade, whereas
cognitive skills remained fairly stable over time.

The functional equation assumption reminds researchers that the assumed
form of a causal relation should be clearly stated (Mulaik, 1987a). Evidence
should be accrued for each hypothesis over a number of different studies
using different conditions to provide evidence that a causal mechanism is
indicated. However, it is important to realize that countless functional rela-
tions that fit the same data may exist, and structural modelers should use
caution and multiple sources of evidence to verify a specific functional
relation. Kaplan (1989) pointed out that misspecifying a model may affect
the power of z tests for other parameters in the model, highlighting the
importance of careful specification of functional relations.

The extent to which background conditions are considered and met is the
subject of sharp controversy. Freedman (1987a) insisted that all conditions
that might weaken a causal inference must be shown to be inoperative before
any causal statements are made. Freedman (1987b) claimed that the sheer
complexity of SEM has led its users to be particularly lax in terms of
attention to background conditions. Frequent use of SEM with nonexperi-
mental data further complicates the ability to establish whether background
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256 BULLOCK, HARLOW, MULAIK

conditions have been met. Although Freedman's advice is sound, it is virtu-
ally impossible for researchers to meet such requirements, even with experi-
mental designs. Pragmatically speaking, researchers could approach this task
by carefully considering the most likely defeaters of a causal hypothesis and
then attempting to control these conditions. This is not too different from the
imperatives advocated by Campbell and his colleagues (Campbell & Stanley,
1963; Cook & Campbell, 1979) to attend to threats to internal and external
validity.

CROSS-SECTIONAL SEM STUDIES

To provide causal evidence, a minimal requirement is that a variable must be
shown to temporally precede its effect. Temporal ordering may be difficult to
establish in itself, particularly when working with structural equation mod-
els, because the latent variables cannot be observed. Unfortunately, cross-
sectional applications predominate the literature, thus prohibiting evidence
for directionality from being obtained. Longitudinal SEM procedures can
offer some possibility of providing initial evidence for the direction of
causation in a specific area of study. This preliminary evidence could be
further verified with additional studies, preferably including experimental
designs.

Anashensel and Huba (1983) presented a clear and understandable appli-
cation of SEM with a longitudinal design examining depression, alcohol, and
cigarette use across four waves. SEM methods for examining a mixture of
cross-sectional and longitudinal data have been developed and may prove
useful when data are not complete across all time spans of a study (McArdle,
Hamagami, Elias, & Robbins, 1991). Farkas and Tetrick (1989) showed how
findings can differ between cross-sectional studies and longitudinal designs,
emphasizing the importance of examining several time points of data. Stud-
ies by Newcomb and his colleagues (e.g., Newcomb & Bentler, 1987; New-
comb, McCarthy, & Bentler, 1989; Stein, Newcomb, & Bentler, 1987) have
demonstrated relations between substance use and other health and lifestyle
variables measured up to 8 years later. Still another study, by Brook, White-
man, P. Cohen, and Tanaka (1992), illustrates a three-wave longitudinal
application on adolescent drug use that covers a span of 15 years. Although
long-term data such as these are difficult to obtain, they provide much more
evidence regarding the temporal sequence of variables and events than do
cross-sectional designs.

CORRELATIONAL DATA

Much of the criticism of SEM stems from its most pervasive application with
correlational data. In this case especially, the distinction between causal
relations and causal cues must be constantly reinforced. In the strongest
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CAUSATION ISSUES IN STRUCTURAL MODELING 2 5 7

instance, correlational data can only provide cues to causal relations (e.g.,
White, 1990). The use of correlational data may be particularly treacherous
when the researcher cannot actively manipulate variables to simplify rela-
tions, even temporarily (Cliff, 1983). Because SEM is frequently used to
analyze nonexperimental data for which manipulation is impossible, this
criticism is a valid one. However, SEM procedures can certainly be used with
experimental data. Bagozzi and Yi (1989) suggested that SEM procedures be
applied to experimental data that have traditionally been analyzed using
multivariate analysis of variance (MANOVA) and multivariate analysis of
covariance. It is important to reiterate that no statistical routine (e.g.,
MANOVA, SEM)—by itself—can establish causation; causal potential is
determined by the degree of control and validity built into the research
design. An example of this issue is found in Amdur's (1989) critique of
causal models of delinquency. Amdur reanalyzed six studies that made
causal claims with cross-sectional correlational data, pointing out conceptual
and methodological problems with each. He concluded that much less is
known about the causes of delinquency than has been claimed.

CONFIRMING A MODEL

Another problem concerns the use of the term confirmed. Some researchers
seem to believe that confirmation of a structural model implies proof or
exclusive validation of the model (Biddle & Marlin, 1987). Games (1988)
drew a striking parallel between claiming support for a model and the faulty
logic used when affirming the consequent. Unfortunately, evidence cannot
always validate a model because it is possible that many other models may
be equally acceptable. Garrison (1986) referred to this dilemma as the "un-
determination of theory by experience" (p. 14). Because a potentially infinite
number of models might be tailored to fit the data, the "best" model may
remain underdetermined (Garrison, 1986). Although some researchers ac-
knowledge that equivalent models may be equally consistent, many do not
(see Breckler, 1990, for more on this concern). If two models account for the
data equally well, in the absence of other considerations, the more parsimo-
nious model or the one with the least number of parameters can be consid-
ered the superior model (see Bentler & Mooijaart, 1989, for a
methodological rationale for this). In Breckler's (1990) review of 72 articles,
only 1 acknowledged the existence of a specific equivalent model even
though alternative models were plausible. The failure to identify alternative
models may mislead some readers to assume that causal relations have been
established. Therefore, confirming a model (i.e., retaining the null hypothe-
sis) shows only that a model provides an "acceptable" description of the data
(e.g., Biddle & Marlin, 1987). As the only legitimate statement that can be
drawn, it is a far distance from a causal statement. Researchers are advised
to compare a set of models when trying to establish important relations,

D
ow

nl
oa

de
d 

by
 [

W
hu

 K
ob

le
nz

] 
at

 0
6:

24
 1

2 
M

ar
ch

 2
01

2 



2 5 8 BULLOCK, HARLOW, MULAIK

instead of using a one-shot structural model assessment that most likely
provides little evidence about causality, in and of itself. For an example of
how models can be compared, see Huba, Wingard, and Bentler (1981). An
excellent example of using two methods (SEM for correlation design,
ANOVA for experimental design) to examine computerized training systems
can be found in Coovert, Salas, and Ramakrishna (1992). Lawton, Kleban,
Dean, Rajagopal, and Parmelee (1992) examined a confirmatory factor
model over five different age-level samples to investigate a model of positive
and negative affect over the life span.

LATENT VARIABLES

Bentler (1980) attributed part of the controversy surrounding SEM to its use
of latent constructs that typically cannot be observed or directly measured.
Latent-variable models introduce additional ambiguity to causal inference
that directly observed variables do not (Mulaik, 1987b). Clearly, some re-
searchers may be uneasy trying to establish causality through unobservable
constructs.

Some confusion also stems from the possibility that what serves as one
researcher's measurement model may serve as another researcher's struc-
tural model (P. Cohen, J. Cohen, Teresi, Marchi, & Velez, 1990). For exam-
ple, P. Cohen et al. (1990) asserted that, although some constructs are clearly
emergent and some are clearly underlying causes, the nature of others can be
controversial. Socioeconomic status (SES) raises such controversy because
it is unclear whether high income, prestigious occupation, and high educa-
tional achievement cause an individual's SES or vice versa (P. Cohen et al.,
1990). For a discussion of the usefulness and the operationalization of latent
variables, see Huba and Bentler (1982), Huba, Wingard, and Bentler (1981),
and Martin (1982).

Latent and measured variables also raise issues surrounding what is re-
ferred to as the nominalistic fallacy—the fact that, even though we name
something, we may not understand it (e.g., Cliff, 1983). In part, the nominal-
istic fallacy is an invalidity problem because the measured variables may be
partially measuring something different from what we think they are measur-
ing. The nominalistic fallacy may be particularly salient when considering
models in which one or only a few measured variables are interpreted as
defining a latent variable. Perhaps they do define a construct, but we can
never be entirely certain what exactly is measured because latent constructs
are "latent" by definition (Mulaik, 1987b).

As investigators, Cliff (1983) asserted that sometimes we reach into an
incomplete grab bag of convenient variables, which are only suggestive of
the nature of the true, underlying variables. This may be especially so when
secondary analyses are conducted on data that were not intended for that
specific use. High-quality data and well-thought-out models must be de-
manded (Cliff, 1987).
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CAUSATION ISSUES IN STRUCTURAL MODELING 2 5 9

Taking a pragmatic stance, Martin (1987) asserted that most psychologists
lack the resources to obtain the high-quality data on which to base latent
constructs. However, uncertainty in defining latent variables may be reduced
as the number of indicators and their individual validities increase (Cliff,
1983). Despite the desirability of using four or more measured variables per
latent construct (Mulaik, 1987b), a review of 15 SEM applications revealed
that 6 of the studies examined used only two indicators for at least one latent
variable (P. Cohen et al., 1990). Cliff (1983) quickly pointed out that the
status of a latent variable with three or four indicators, each with a correla-
tion at .7, is still ambiguous. Even when four or more indicators are used, it
is still highly possible that alternative sets of parameters would be equally
consistent with the data and might lead to totally different conclusions
concerning the nature of the latent variables. Passing the four-indicator test
of a single common factor is a necessary, not a sufficient, condition that a
single common factor has been identified.

Thus, two distinct issues arise when considering measured and latent
variables: the difficulty of adequately assessing a latent construct, particu-
larly when one measured variable is employed, and the difficulty of ade-
quately naming a construct, regardless of the number of indicators that are
used. It should be noted that both of these are validity issues that plague not
only SEM but other statistical techniques as well. The effects of incorrectly
specifying a latent variable can lead to the same sort of interpretational
errors that are associated with an incorrect experimental manipulation (e.g.,
Tanaka, Panter, Winborne, & Huba, 1990).

POST HOC ADJUSTMENTS

Although post hoc adjustments are not limited to SEM, the proper role of ex
post facto should be briefly mentioned. It appears that many researchers
fiddle with parameters and variables after finding that a model is rejected.
Although commonplace, this practice raises a host of both ethical and statis-
tical criticisms. Considering causality, Mulaik (1987b) asserted,

The potential objectivity of a model resides in its parameters fixed a priori. You
can only test the objectivity of a model by testing fixed parameters against
virgin data, that is, data that have never been used to determine the values of the
fixed parameters of the model, (p. 30)

Otherwise, the researcher may be adjusting the hypotheses just so that they
will conform to the data. In such cases, the model is not really tested because
the data and the hypotheses would necessarily conform (Mulaik, 1990).
Steiger (1990) emphasized the dangers of post hoc analyses without ade-
quate statistical protection. Similarly, Cliff (1983) asserted that, after a
model is adjusted in light of the data, the model loses its status as a hypoth-
esis, and the model finally chosen represents a far less objective and stable
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2 6 0 BULLOCK, HARLOW, MULAIK

representation. Thus, it would seem that potentially stronger causal state-
ments might be drawn from a model that has not been adjusted than from one
that has. If objectivity is a primary concern, this consideration should be kept
in mind before adjustments are made.

FAILURE TO REPLICATE OR CROSS-VALIDATE

Many, if not most, SEM applications involve a single, one-shot model that
may have had post hoc adjustments. This provides little or no opportunity to
assemble causal evidence. If post hoc adjustments are made, however, re-
searchers should replicate and/or cross-validate their findings on other data.
Replication involves testing a model in a different sample under different
conditions. Cross-validation is more stringent because it requires that the
same parameter estimates from an initial sample be used in a second, inde-
pendent sample. The extent to which the model fits the data with the re-
stricted estimates provides some evidence of the generality of the model.
Only portions of data not used in determining solutions for parameter esti-
mates should be used to validate hypotheses because only these data will be
independent in content from the hypotheses (Mulaik, 1990). Breckler (1990)
suggested that researchers divide the original sample into two parts: a deri-
vation sample and a cross-validation sample. The derivation sample could be
used to fit the initial model and to develop modifications, whereas the
cross-validation data could be used to assess the fit of the adjusted model
(Breckler, 1990). Such cross-validation is essential when highly efficient
computerized procedures—such as are used with SEM—may increase the
likelihood that chance associations are processed as if they were real. Ana-
lyzing new data may clarify whether overfitting or fitting the model to
random features has occurred (Bentler, 1978). Replication and cross-valida-
tion are always recommended unless the sample size is large enough to
effectively represent the entire population with little distortion (Bentler,
1978). See Browne and Cudeck (1989) and Cudeck and Browne (1983) for a
clear exposition of methods for cross-validating structural models. Numer-
ous applications demonstrate possible replication and cross-validation strat-
egies. Velicer, Huckel, and Hansen (1989) initially tested items in a first
sample and then verified the structure in a second, independent sample.
Mumford, Weeks, Harding, and Fleishman (1988) cross-validated perfor-
mance in a derivation sample of 5,078 participants and a validation sample
of 890 participants. Elliot's (1986, 1988) results varied and did not replicate
across varying age and gender groups.

SEM: A "BRIGHTER" VIEW

Focusing on shortcomings gives an incomplete perspective of SEM. SEM
does have strengths that may contribute to our ability to draw tentative
causal inferences.
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CAUSATION ISSUES IN STRUCTURAL MODELING 2 6 1

One benefit of SEM is that it allows latent constructs to be represented by
multiple measures (e.g., Martin, 1987). This may be very advantageous for
psychologists because it is unlikely that single measures can represent most
major psychological constructs. Martin claimed that this is SEM's greatest
asset. The use of multiple indicators may provide us with more valid and
more reliable measurement of latent constructs. Latent variables can be
considered a tradeoff. They raise issues surrounding the "nominalistic fal-
lacy," but multiple indicators may provide accurately defined latent con-
structs and may reduce the severity of missing variables by providing more
richly defined latent constructs.

Furthermore, using latent variables may allow researchers to use a limited
number of exploratory constructs to explain phenomena. Philosophical justi-
fication for this use of latent variables is found in the works of both
Thurstone and Kant. Thurstone advocated using a limited number of explan-
atory constructs common to a broad range of phenomena as a way of achiev-
ing objective constructs that are applicable to all phenomena, not just
specific phenomena on an ad hoc basis. For a more complete analysis of the
philosophical contributions of Thurstone and Kant to SEM, refer to Mulaik
(1994, in press).

Second, Bentler (1980) asserted that SEM's great potential rests in its
ability to handle very complex, multivariate models—particularly with
quasi-experimental or nonexperimental research, in which methods for test-
ing are not well developed. This may improve our ability to draw causal
inferences because testing more sophisticated models and theories with good
data and cross-validation may allow us to get a richer, more complete
understanding of the phenomenon studied.

Third, even Cliff (1983) acknowledged that SEM is a powerful tool when
it is used and interpreted properly. This is particularly salient when the
aforementioned two benefits are combined. That is, SEM allows clustering
and multiple-regression-type procedures to be performed simultaneously.
Subsequently, inferences about the relation among latent constructs can be
distinguished from any confounding effects both of error inherent in the
measurement of the constructs and of variability in the items that are unre-
lated to constructs (e.g., Martin, 1987).

Fourth, the ability to allow the assessment of measurement error and
prediction error is a great benefit that should not be overlooked. In this vein,
SEM provides relatively unbiased parameter estimates among latent con-
structs that are each measured by two or more variables.

A fifth strength lies in SEM's ability to assess both direct and indirect
effects (e.g., Biddle & Marlin, 1987). It is likely that more sophisticated
models will include direct as well as indirect effects; SEM's ability to assess
such complex models may provide analyses that are richer and more realistic
and have the potential to reveal some of the complex causal relations that
operate in our world. An interesting application on this was provided by
Dembo et al. (1987), who showed that sexual abuse appears to directly affect
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2 6 2 BULLOCK, HARLOW, MULAIK

substance abuse, whereas physical abuse tends to show both direct and
indirect effects on substance use.

If causal evidence can be accrued through replication and cross-validation
with rigorous designs and analyses, a procedure that allows multiple indica-
tors and complex relations is necessary. Such a description aptly fits SEM.

SEM AND CAUSALITY: AN ASSESSMENT

In conclusion, does SEM offer anything "new" at the level of causal infer-
ence? Based on the previous discussion, the best answer appears to be both
yes and no. In one sense, the answer is clearly negative because SEM cannot
ensure that the necessary conditions of isolation, association, and direction
of influence have been met. However, it should be noted that no other
statistical procedure can ensure that these conditions have been met either.
Although some could argue that SEM may not offer anything new at the level
of causal inference, it does not offer anything less than other analyses.

On the other hand, the answer is affirmative because SEM does offer
what can be referred to as compelling potential. The potential lies in
SEM's ability to analyze direct and indirect effects, assess both measure-
ment and prediction error, allow multiple measures to represent latent
variables, and provide simultaneous estimation of measured and struc-
tural relations in a complex, integrated mathematical model. Although
using latent variables may increase ambiguity, making causal inferences
difficult, they also allow complex theories to be tested. Our world is a
complex place, and, if causal evidence is ever to be effectively acquired,
it will only be through designs and statistical procedures that can take
such complexity into account.

Potential is the key word when discussing SEM. In our view, structural
modeling does offer the potential to reach tentative causal statements. By
continuously testing structural equation models, researchers may discover
whether the causal hypotheses and functional equations on which their mod-
els are based are useful for explaining variables that are related to one
another (James, Mulaik, & Brett, 1982, p. 96). However, it must always be
remembered that SEM, as well as any other statistical procedure, offers no
guarantees in terms of the necessary conditions. Researchers must constantly
remind themselves that confirming a model in no way ensures its exclusive-
ness. Researchers forget that SEM, as well as all other statistical procedures,
has the potential only to allude to causal relations. This forgetting can lead
to incorrect conclusions about the causal nature of the data.

Unfortunately, the conditions necessary for establishing causation (isola-
tion, association, and direction of influence) are ideals, and it is most un-
likely that we will ever be able to determine whether these conditions have
been met. This may leave researchers with a sense of hopelessness. As
researchers, we are confronted with a dilemma. We can never realistically
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CAUSATION ISSUES IN STRUCTURAL MODELING 2 6 3

meet all necessary conditions; however, we cannot passively accept their
inaccessibility. We advocate an active scientific approach that employs a
number of rigorous procedures in an effort to begin to assess causality. In the
absence of causal guarantees, Garrison (1986) encouraged researchers to
practice the pragmatic virtues of epistemological conservatism and good
sense. Researchers must actively rely and insist upon randomization, repeti-
tion, and replication, regardless of whether SEM or other analyses are used.
Conclusions drawn from SEM must be drawn carefully and tenuously, just as
with conclusions from other analyses. No analyses, alone, can directly prove
causal relations. Researchers must remain critical of findings and not accept
or draw causal conclusions simply because a sophisticated latent variable
analysis was conducted (e.g., Martin, 1987). As SEM becomes more familiar,
it is hoped that the confusion surrounding these procedures will diminish and
that more emphasis will be placed on improving designs and the quality of
data, thereby increasing the potential for building accurate causal evidence
with SEM.

FINAL PRECAUTIONS AND GUIDELINES

By way of summary, several practical suggestions are offered to help re-
searchers concretize some of the abstract prescriptions surrounding causality
and SEM:

1. Regardless of the level of sophistication, no statistical procedure can
ensure that the necessary conditions for establishing causality have been
met. Be skeptical of any research that makes absolute causal claims. As with
any other statistical procedure, SEM research must be evaluated in relation
to the quality of the data, the status of the hypothesis relative to the theory,
and the match between the substantive statement of the hypothesis and the
design and statistical procedure used to test it (Martin, 1987).

2. SEM is frequently used to analyze nonexperimental data, and causal
statements are difficult or impossible with nonexperimental data. However,
even in the most well-designed experiments, one can never be certain
whether background conditions have been controlled or whether all neces-
sary conditions for establishing causality have been met. The ability to draw
causal inferences cannot simply be determined on the basis of whether data
are experimental or nonexperimental. It is also useful to consider what types
of research questions are being asked before deciding what conclusions are
legitimate. It is usually inappropriate to infer causal relations from purely
exploratory or descriptive research.

3. It is impossible to know with absolute certainty whether a causal
relation has been established. In the absence of such certainty, researchers
must take every step possible to ensure valid conclusions. Researchers
should:
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a. Assess the relevance of and control for as many background condi-
tions as possible.

b. Strive for longitudinal SEM designs to help assess the direction of
causality.

c. Carefully operationalize latent variables.
d. Use four or more high-quality indicators per latent variable when it

is appropriate.
e. Compare alternative models for a set of data.
f. Keep post hoc adjustments to a minimum.
g. Replicate and cross-validate all findings.
h. View each SEM study as just one part of a larger program of

research to help understand a phenomenon. Other studies could include
additional SEM and preferably one or more carefully planned experimen-
tal designs to further validate the findings. Certainly, results that hold
over several studies using different designs provide stronger evidence
than can be obtained from a single study. Several excellent studies that
have incorporated a number of the aforementioned suggestions include
Reynolds (1989) and Reynolds and Walberg (1991, 1992).

Following these general guidelines cannot guarantee that causal relations
have been established with certainty. They do, however, increase the confi-
dence with which tentative causal evidence can be accrued in a rigorous,
ongoing scientific inquiry.
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